
DTLC Guidance on Plagiarism and Artificial Intelligence 
Approved by SMCCCD District Academic Senate on 9 December 2024 

The guidance document admits that we do not have all the answers; it provides links to research and articles 
about the topic. It will be a webpage that is routinely updated by the DTLC; this is a draft of the information that 
will be going onto the webpage. 

General take-aways about AI and Plagiarism 
• Skyline College, College of San Mateo and Cañada College already have academic integrity policies 

that prohibit the use of unauthorized resources. The use of AI content generators is covered by these 
academic honesty policies if supplemented by course-level policies that are explained in a course 
syllabus and/or assignment instructions. 

• Content produced by AI is often hard to detect, but there are strategies to create assignments and 
examine student work to mitigate this.  

• Using AI content generation to spark classroom discussion could help students understand potential 
dangers in using unauthorized AI content generation tools. 

Based on Illinois State University’s Center for Integrated Professional Development, “Generative AI in the 
Classroom” (accessed 7 August 2024) 

What is the purpose of this guidance? 
Over the last couple of years, there has been a large amount of discussion and debate about the use of 
artificial intelligence, both the potential benefits and concerns, including concerns about academic integrity. 
These recent developments in the field of artificial intelligence (AI) have raised opportunities to reconsider 
academic honesty practices for faculty and students. As we all learn more about the possibilities and 
implications of AI in higher education, there is a need to develop guidance and recommendations around this 
topic. Therefore, this guidance aims to share relevant information, resources, and strategies that may help 
faculty and students navigate rapidly changing educational environments.  

Please note that the strategies and resources provided in this guidance do not represent an exhaustive 
body of information. We recognize that developments and discussions around AI are rapidly evolving, and 
the implications may vary across disciplines and educational contexts. The District Teaching and Learning 
Committee (DTLC) will continue to update this document/website as new information becomes available. If you 
have resources that may be relevant to share, please contact Sarah Harmon (harmons@smccd.edu), Faculty 
Chair of the DAS Standing Committee on Teaching and Learning (DTLC). If you have any technical questions 
or resources to share, please contact Chris Collins (collinsc@smccd.edu), Faculty Chair of the District 
Distance Education Advisory Committee (D-DEAC). 

Smart Devices in our Everyday Lives 
Artificial Intelligence (AI) content generators use artificial intelligence to assemble content using natural human 
language processing. These services, like ChatGPT, utilize search engines and databases to generate a wide 
variety of written and/or symbolic documents, sometimes using real references and sometimes fabricating 
them. Other services, like DALL-E, produce multimedia content-like images. Even services like Grammarly 
incorporate Artificial Intelligence to aid in writing. These technologies continue to evolve at an exponential 
pace. 
Because many of these services are able to produce content in a robust and realistic manner, there has been 
increasing concern in the broader higher education community that AI content generation may be used by 
students to complete assignments, essays, or other activities in a manner that would violate academic integrity 
and undermine student learning. Additionally, the expanding availability of these tools across computing 
devices, such as embedded within other software programs, increases the chances that students will not 
recognize their use as notable or even as a generative AI tool.  Understanding AI tools as well as their scope 
and application will facilitate engaging with these new technologies as informed scholars and educators. 
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Promoting Critical Literacy 
Information literacy serves as a crucial foundation for AI literacy, equipping learners with the skills to evaluate 
AI-generated content critically. Just as information literacy emphasizes identifying credible sources, 
understanding context, and addressing bias, these principles extend to assessing AI tools and their outputs. 
Learners must not only differentiate between AI tools and traditional search engines but also evaluate AI-
generated content for credibility, accuracy, and inherent biases. By integrating information literacy standards, 
such as evaluating sources, refining queries, and ethical information use, individuals can navigate the 
challenges of AI-generated content and leverage these tools responsibly and effectively. 

• Encourage revisiting course activities using the information in the tables/resources. 

• Facilitate connections between faculty, Instructional Designers, and Librarians to share ideas and 
develop student workshops. 

• Raise awareness of bias in AI and its usage;  
• Consult resources such as faculty guidance, articles, guides, and Canvas courses. 

Guidance for faculty 
Aspects to 
Consider 

Description Suggested Resources 

Course statements 
and policies 

Incorporate clear and transparent statements 
about the role and implications of AI in your 
course(s). In drafting such statements, consider 
adopting compassionate (rather than punitive) 
language, helping students understand why 
and how AI tools will be incorporated into the 
context of your course. The syllabus and 
dedicated pages of your Canvas site are great 
places to share AI-related course policies. 

• Explore ideas for AI-related 
syllabi statements (Developed 
by The Sentient Syllabus 
Project) 

• Review sample course 
policies related to ChatGPT & 
other AI tools (Developed by 
Joel Gladd, Ph.D.) 

Authentic assignment 
and assessment 
design 

Many of the assignment design strategies 
recommended for deterring dishonest use of AI 
are consistent with good assignment design 
principles in general. Students are less likely to 
turn to all forms of academic dishonesty when 
assignments are authentic (applied to real-life 
circumstances), transparent (clearly and openly 
explained), and scaffolded (broken down into 
smaller, well-supported steps.  
It's important to be clear with students as to the 
purpose of an assignment. It may be wise to 
consider the act of writing an essay as a way 
for students to strengthen their understanding 
of a topic or improve skill in presentation. In that 
way, the use of authentic assessments may 
entail a variety of products beyond traditional 
essays. 
Use of a variety of media, in both assignment 
prompts and student demonstration of learning 
is consistent with Universal Design for Learning 
principles while also deterring the use of AI.  
Finally, assignments that actually incorporate AI 
(asking students, for example, to analyze an AI-
generated essay) also build information 
literacy, including student ability to detect AI.  

• Explore (and perhaps 
contribute to) 101 creative 
ideas to use AI in education 
(Curated by #creativeHE 
2023)  

• Learn about prompt 
engineering in ChatGPT 
(Developed by Dr. Philippa 
Hardman) 

• Bloom’s taxonomy revisited-
AI capabilities 

https://docs.google.com/document/d/1O1_uUvF8OYbleru5QyjjuNP_On7h5vaVQC2GaSQ315U/edit
https://docs.google.com/document/d/1O1_uUvF8OYbleru5QyjjuNP_On7h5vaVQC2GaSQ315U/edit
https://docs.google.com/document/d/1WpCeTyiWCPQ9MNCsFeKMDQLSTsg1oKfNIH6MzoSFXqQ/edit
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https://docs.google.com/document/d/1WpCeTyiWCPQ9MNCsFeKMDQLSTsg1oKfNIH6MzoSFXqQ/edit
https://docs.google.com/presentation/d/1wVgLWgeEvJm3fznlm0aV8ZiuWsW3o3aUQUCcvuM5vxQ/edit?usp=sharing
https://docs.google.com/presentation/d/1wVgLWgeEvJm3fznlm0aV8ZiuWsW3o3aUQUCcvuM5vxQ/edit?usp=sharing
https://drphilippahardman.substack.com/p/chatgpt-prompt-engineering-for-educators
https://drphilippahardman.substack.com/p/chatgpt-prompt-engineering-for-educators
https://ecampus.oregonstate.edu/faculty/artificial-intelligence-tools/blooms-taxonomy-revisited.pdf
https://ecampus.oregonstate.edu/faculty/artificial-intelligence-tools/blooms-taxonomy-revisited.pdf


Spaces for inquiry 
and exploration 

Create opportunities for students to reflect on, 
discuss, and question the possibilities and 
limitations of AI tools in their disciplines, the 
workplace, the broader sociocultural context, 
and/or everyday events. Such spaces 
contribute not only to AI literacy but encourage 
critical analysis of AI tools.  
Additionally, you can ask your students to 
submit a transcript of their interaction with many 
GenAI tools (particularly ChatGPT and Co-
Pilot) as a means of showing how they 
interacted with the tool. This work can be cited 
in MLA and APA styles, among others. 

• Review this Canvas 
Commons Module: Critical AI 
literacy & Critical Assessment 
(Developed by Anna Mills) 

• CRAFTS (Stanford 
University's AI Literacy 
Resources) 

Use of AI Detection 
Tools 

There are multiple tools that screen text for 
whether it has been created by generative AI 
tools. This includes TurnItIn’s AI report, which 
as of Fall 2024 is part of SMCCD’s license with 
TurnItIn. These tools are significantly more 
unreliable than plagiarism detection tools, both 
in terms of false positives and false negatives, 
and probably will remain so. Based on this 
unreliability, any use of automated AI screening 
tools should be used with extreme caution or 
not at all.  
Automated screening tools could be helpful as 
a starting point for discussing a submission with 
a student, including checking for student 
comprehension of the written content. 
When making a determination that a student 
has submitted AI generated content as their 
own work in violation of the course and/or 
assignment requirements, it is recommended 
that the faculty does not rely on an automated 
report as their only evidence. In general, it is 
recommended to place greater emphasis on 
assignment design rather than detection 
methods. 

Taken from the San Diego Mesa 
College Artificial Intelligence in the 
Classroom LibGuide. 

• GPTZero: This is a free 
(with paid upgrade), non-
commercial, tool. 
Documents are scored by 
how much may have been 
written by AI. Each sentence 
written by AI is highlighted. 

• ChatGPT: You can actually 
use ChatGPT to check if 
something was generated 
by AI. Simply ask it "was 
this created by artificial 
intelligence?" and put in the 
piece of work. 

• AI Classifier: A resource that 
distinguishes between AI 
and human written text 
brought to you by the 
creators of ChatGPT. 

Alternatives to AI Detection Tools:  

• Example syllabus 
statement on use of AI 
detection tools: “Be aware 
that coursework will be 
subject to plagiarism and 
AI generated content 
screening software, such 
as TurnItIn and ZeroGPT. 
If I believe that your 
submission has been 
generated by an AI tool 
without attribution, I might 
request you to meet with 
me in order to demonstrate 
comprehension of the 
material in order to earn 
credit on the assignment. 

https://style.mla.org/citing-generative-ai/
https://apastyle.apa.org/blog/how-to-cite-chatgpt
https://lor.instructure.com/resources/455e6f86b9e2403ea59b7083dd7d8f56?shared
https://lor.instructure.com/resources/455e6f86b9e2403ea59b7083dd7d8f56?shared
https://lor.instructure.com/resources/455e6f86b9e2403ea59b7083dd7d8f56?shared
https://craft.stanford.edu/
https://sdmesa.libguides.com/c.php?g=1296253&p=9521240
https://sdmesa.libguides.com/c.php?g=1296253&p=9521240
https://sdmesa.libguides.com/c.php?g=1296253&p=9521240
https://gptzero.me/
https://openai.com/blog/chatgpt/
https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text


Other possibilities include 
having to redo the 
assignment or not earning 
any credit on the 
assignment.” 

Guidance for students 
• (Opportunity to help students understand what plagiarism is and isn’t) 
• (Opportunity for AI literacy) 
• (Understand its use and limits as a tool) 
• Academic dishonesty occurs when you misrepresent work, whether a person’s or AI, as your own. 
• (One can’t think critically or make decisions without a knowledge framework. One role of college is to 

help students develop those frameworks (in addition to things like communication). AI does not 
necessarily support framework development. Helping students understand that limitation could be 
helpful) 

• There may be discipline, instructor, and/or assignment specific reasons that generative AI tools may be 
encouraged or prohibited. Students should always rely on course policies and assignment instructions 
to determine whether and how to use AI tools.  

• Revision of “the writing you submit should represent your own thinking and your own choices, at every 
level: from the topics you cover, the arguments you make, the organization of your writing, the structure 
of your paragraphs, all the way down to your choices about individual words and punctuation. You are 
the writer and will need to be able to explain and defend the choices you’ve made in your writing.” 

Students Reporting AI Usage in Assignments 
Encouraging students to report their usage of AI-backed tools is one way to foster critical thinking skills and 
information literacy skills with respect to their assignments. One strategy could be to require students to submit 
a brief submission survey or questionnaire to indicate which AI-based tools they used and how they used 
them. An example is shown below. 
[text box call-out] 
Question 1: Did you use any of the following tools to complete this assignment? (check all that apply) 

• ChatGPT, Bard/Gemini, Co-Pilot, Claude.ai 
• Grammarly 
• Midjourney, Adobe Firefly, OpenArt 
• Otter.ai, QuillBot 
• ... (insert whichever tools you think might pertain to the assignment) 

Question 2: In which ways did you use these tools? (check all that apply) 

• Brainstorming ideas 
• Speech-to-text to help write my ideas 
• Assistance in composing my thoughts 
• ... (insert other potential uses you think might pertain to the assignment) 

Resources 
These will be set up as a blog-like update as we add them. 

Useful Tools 
There are useful GenAI tools that students can interact and that have sources that accurately offer sources for 
the information that they provide. (More on citing sources in MLA and APA above.) 

• Claude.ai 
• Perplexity 

https://claude.ai/new
https://www.perplexity.ai/?login-source=oneTapHome


Articles 
• AI Text Generators and Teaching Writing: Starting Points for Inquiry (Anna Mills, WAC Clearinghouse, 

2023) 
• AI technology & academic integrity (York University) 
• AI-Generated content in the classroom: Considerations for Course Design (Illinois State University) 
• Article from The Chronicle 
• Article from The Week 
• CUNY: ChatGPT Guidance for the CUNY Classroom 
• Anthropic: Core Views on AI Safety: When, Why, What and How. (March 8, 2023) 
• A Teacher’s Prompt Guide to ChatGPT 
• AI text generators and teaching writing: Starting points for inquiry 
• Artificial Intelligence in Higher Education: Applications, Promise and Perils, and Ethical Questions 

(EduCause) 
• Modern Languages Association: MLA-CCCC Joint Task Force on Writing and AI Working Paper: 

Overview of the Issues, Statement of Principles and Recommendations 
• Modern Languages Association: MLA-CCCC, Exploring AI Pedagogy: A Community Collection of 

Teaching Reflections  
• Davalos, J.; Yin, L. (2024, October 18). “AI Detectors Falsely Accuse Students of Cheating—With Big 

Consequences”. Bloomberg.  

Canvas Courses 
• Course Embedded Information Literacy Sessions by Outreach and Equity Librarian, Pia Walawalkar 
• ChatGPT and other AI Generative Language Tools by Librarian, Diana Tedone-Goldstone 
• East Los Angeles College Academic Senate: Roadmap for Teaching in an AI World (Canvas) 

Guides 
• Generative AI tools: The Artificial Intelligence Resource Guide, developed by Ame Maloney 

(maloneya@smccd.edu), Faculty Services Librarian at Skyline College, provides various AI tools to 
experiment with, insights into AI-generated content and its academic implications. 

• Citing Generative AI: Faculty should stress that students must properly cite all borrowed sources, 
following citation guidelines and copyright laws to avoid plagiarism. This includes citing generative AI 
when used. Resources like the APA website's guide on citing ChatGPT, How to cite generative AI in 
MLA style, and Arizona State Universities Citing Generative AI Models provide useful instructions on 
how to do so. Also, refer to Skyline College’s APA Citation Style: Citing A.I. Generated Content 
including ChatGPT and MLA Citation Style 9th Edition: Citing A.I. Generated Content including 
ChatGPT  

• Fact-Checking AI with Lateral Reading: Lateral reading is an essential method for fact-checking AI-
generated content. It involves stepping away from the AI's output and consulting other sources to verify 
the information provided. Instead of simply following the AI-generated content down the page, lateral 
reading encourages you to "move laterally" by opening additional tabs to cross-check the accuracy and 
credibility of the AI’s claims. This technique allows you to evaluate the validity of AI-generated 
information by comparing it with trusted sources. For guidance on how to use lateral reading for AI, visit 
the guide AI and Information Literacy: Assessing Content  

• Generative AI in the Classroom: The Artificial Intelligence in the Classroom guide, created by the San 
Diego Mesa College Library, provides educators with resources to understand and work with generative 
AI tools like ChatGPT, following its public release in November 2022. The guide is continuously 
updated and aims to support educators in integrating AI responsibly into their teaching. 

• San José City College GenAI Faculty Guide: A Google Drive of informative guides for various 
disciplines, plus a slide deck describing SJCC's perspective on GenAI in the classroom. 

• Syllabi Policies for AI Generative Tools (Last updated March 31, 2024) 
• Mt. San Antonio College Academic Senate Meeting for June 1, 2023: AI Workgroup Recommendations 

(with attachments) 
• ASCCC Academic Integrity Policies in the Age of Artificial Intelligence (AI) Resource Document (Spring 

2024) 

https://wac.colostate.edu/repository/collections/ai-text-generators-and-teaching-writing-starting-points-for-inquiry/
https://www.yorku.ca/unit/vpacad/academic-integrity/ai-technology-and-academic-integrity/https:/www.yorku.ca/unit/vpacad/academic-integrity/ai-technology-and-academic-integrity/
https://prodev.illinoisstate.edu/pedagogy/ai/
https://www.chronicle.com/article/chatgpt-has-everyone-freaking-out-about-cheating-its-not-the-first-time?bc_nonce=z7hwngpdfcc6l0ao93wl7&cid=reg_wall_signup
https://theweek.com/education/1020324/chatgpt-passed-a-wharton-mba-exam-and-academics-are-taking-note
https://www.gc.cuny.edu/news/chatgpt-guidance-cuny-classroom
https://www.anthropic.com/news/core-views-on-ai-safety
https://drive.google.com/file/d/15qAxnUzOwAPwHzoaKBJd8FAgiOZYcIxq/view
https://wac.colostate.edu/repository/collections/ai-text-generators-and-teaching-writing-starting-points-for-inquiry/
https://er.educause.edu/articles/2019/8/artificial-intelligence-in-higher-education-applications-promise-and-perils-and-ethical-questions
https://aiandwriting.hcommons.org/working-paper-1/
https://aiandwriting.hcommons.org/working-paper-1/
https://exploringaipedagogy.hcommons.org/
https://exploringaipedagogy.hcommons.org/
https://www.bloomberg.com/news/features/2024-10-18/do-ai-detectors-work-students-face-false-cheating-accusations?utm_source=website&utm_medium=share&utm_campaign=copy
https://lor.instructure.com/resources/e7efc7c1529d4eb5872a0748b167aa26?shared
https://lor.instructure.com/resources/b2ad9fe808bf43589e837b005ecaa470?shared
https://ilearn.laccd.edu/courses/211751/pages/roadmap-for-teaching-in-an-ai-world?module_item_id=15349015
https://ilearn.laccd.edu/courses/211751/pages/roadmap-for-teaching-in-an-ai-world?module_item_id=15349015
https://guides.skylinecollege.edu/ai/aboutai
mailto:maloneya@smccd.edu
https://apastyle.apa.org/blog/how-to-cite-chatgpt
https://style.mla.org/citing-generative-ai/
https://style.mla.org/citing-generative-ai/
https://libguides.asu.edu/c.php?g=1311696&p=9700102
https://guides.skylinecollege.edu/APA_CitationStyle/citingAI
https://guides.skylinecollege.edu/APA_CitationStyle/citingAI
https://guides.skylinecollege.edu/MLA9_CitationStyle/citingAI
https://guides.skylinecollege.edu/MLA9_CitationStyle/citingAI
https://guides.library.tamucc.edu/AI/lateralreadingAI
https://sdmesa.libguides.com/c.php?g=1296253&p=9521238
https://drive.google.com/drive/folders/1C5tPMMYI8SJpdyvl0aBfx3zyJC_PlEwY?usp=drive_link
https://docs.google.com/document/d/1RMVwzjc1o0Mi8Blw_-JUTcXv02b2WRH86vw7mi16W3U/edit#heading=h.1cykjn2vg2wx
https://docs.google.com/document/d/1RMVwzjc1o0Mi8Blw_-JUTcXv02b2WRH86vw7mi16W3U/edit#heading=h.1cykjn2vg2wx
http://go.boarddocs.com/ca/mtsac/Board.nsf/goto?open&id=CRYN4B5DB320
http://go.boarddocs.com/ca/mtsac/Board.nsf/goto?open&id=CRYN4B5DB320
https://www.asccc.org/sites/default/files/ASCCC_AI_Resources_2024.pdf


• Common Sense.org: OpenAI and Common Sense Media launce free ChatGPT course to teach the 
teachers (Accessed November 20, 2024) 

Webinars 
• Webinar CCC DE coordinators meeting (February 17, 2023) 
• What do we tell students about ChatGPT (ASCCC OERI) (February 24, 2023) 
• ChatGPT and AI's Effect on Community Colleges (Part 1) (League of Innovation for Community 

Colleges) (March 2, 2023) 
• SMCCCD January 2024 District Flex Day Mini-Conference: Leveraging AI and AR/VR 
• The Intersection of Artificial Intelligence and Education (January 31, 2024 Stanford webinar) 
• Modern Languages Association: Exploring AI Pedagogy: A Community Collection of Teaching 

Reflections (February 22, 2024) 
• Easier Strategies for Finding and Evaluating Open Educational Resources (OER) with and without 

Generative AI (Anna Mills, ASCCC OERI) (November 15, 2024) (slide deck) 

FAQ 
 

Glossary1  
1. Algorithm — the set of logical rules used to organize and act on a body of data to solve a problem 

or to accomplish a goal that is usually carried out by a machine. An algorithm is typically modeled, 
trained on a body of data, and then adjusted as the results are examined. Because algorithms are 
generally processed by computers and follow logical instructions, people often think of them as 
neutral or value-free, but the decisions made by humans as they design and tweak an algorithm 
and the data on which an algorithm is trained can introduce human biases that can be compounded 
at scale. Humans who interact with an algorithm may also find ways to influence the outcomes, as 
when a marketer finds ways to push a website up in the results of a search through search engine 
optimization (SEO).  

2. Algorithmic justice — the application of principles of social justice and applied ethics to the 
design, deployment, regulation, and ongoing use of algorithmic systems so that the potential for 
harm is reduced. Algorithmic justice promotes awareness and sensitivity among coders and the 
general public about how data collection practices, machine learning, AI, and algorithms may 
encode and exacerbate inequality and discrimination.  

3. Algorithmic literacy — a subset of information literacy, algorithmic literacy is a critical awareness 
of what algorithms are, how they interact with human behavioral data in information systems, and 
an understanding of the social and ethical issues related to their use.  

4. Artificial intelligence (AI) — a branch of computer science that develops ways for computers to 
simulate human-like intelligent behavior, able to interpret and absorb new information for improved 
problem-solving and recognize patterns. Examples include training robots, speech recognition, 
facial recognition, and identifying objects such as traffic signs, trees, and human beings necessary 
for self-driving cars. AI relies on machine learning capabilities and training data. Humans are 
involved in creating or collecting sets of training data (e.g., employing low-wage workers abroad to 
identify objects on computer screens to provide data for autonomous vehicle navigation). Bias may 
be built into machine learning (e.g., by using criminal justice data sets for risk assessment in 
predictive policing). Machines can be trained to learn from experience but common sense and 
recognizing context are difficult, thus limiting the ability of computer programs to perform tasks such 
as distinguishing hate speech from colloquial humor or sarcasm. 

5. Artificial Intelligence as a Service (AIaaS): Cloud-based AI services providing higher education 
institutions with access to AI tools, algorithms, and infrastructure, facilitating the development of AI-
driven applications and research projects without significant upfront investments.  

6. Artificial Intelligence Augmentation (AI Augmentation): The integration of AI technologies to 
enhance human capabilities in higher education, empowering educators and researchers with AI-
driven tools for personalized learning, data analysis, and administrative decision-making.  

                                                
1 Academic Senate for California Community Colleges. (2024). Academic Integrity Policies in the Age of Artificial 
Intelligence (AI) Resource Document Spring 2024. 
https://www.asccc.org/sites/default/files/ASCCC_AI_Resources_2024.pdf 

https://mashable.com/article/openai-chatgpt-free-teachers-course
https://mashable.com/article/openai-chatgpt-free-teachers-course
https://cccconfer.zoom.us/rec/play/dayoeGBwk2mUvSz4JztjiDK3KmE__x0CF9wS8fyjpsYZR_kcXuuAT5JfoJnqdjPcWj4f2hxSYVsks2FH.CuzZTnE55aZBuh_I?continueMode=true
https://cccconfer.zoom.us/rec/play/AI4CMIg7YKC9CUGM45p1jcEGrU52EN2ciHdQPeqH2jTqfTo2QQCl8zFU9QMfwtKls_BN_enIJ3g-dcDh.rjRFxhExDasiw6rm?startTime=1677276144000&_x_zm_rtaid=7o9WbVQ9QOWrXOrPLK4qZA.1677710734330.98f0e5ebc8ca7e73edebe046af7773cd&_x_zm_rhtaid=445
https://online.league.org/leaguessa/ecmssamsganalytics.click_through?p_mail_id=E38799A7442329B1C145966
https://smccd.edu/leveragingai/
https://continuingstudies.stanford.edu/discover-stanford-for-you?utm_source=newsletter&utm_medium=email&utm_content=Discover%20Stanford%20for%20You&utm_campaign=WI24-DSFY
https://bit.ly/ExploringAIPedagogyWebinar
https://bit.ly/ExploringAIPedagogyWebinar
https://asccc-oeri.org/2024/10/20/easier-strategies-for-finding-and-evaluating-open-educational-resource-oer-materials-with-and-without-generative-ai/
https://asccc-oeri.org/2024/10/20/easier-strategies-for-finding-and-evaluating-open-educational-resource-oer-materials-with-and-without-generative-ai/
https://docs.google.com/presentation/d/1xU9ncbAIZwVV8t2pxLNiRxqVQxVkADeMbV4scq60YxY/edit?usp=drivesdk
https://www.asccc.org/sites/default/files/ASCCC_AI_Resources_2024.pdf


7. Artificial Intelligence Bias Mitigation (AI Bias Mitigation): Strategies and policies for identifying, 
mitigating, and preventing biases in AI systems, critical in higher education for ensuring fairness, 
equity, and diversity in student assessment, admissions, and educational opportunities.  

8. Artificial Intelligence Chipsets (AI Chipsets): Specialized hardware accelerating AI 
computations, utilized in higher education for research in AI algorithms, training large-scale models, 
and deploying AI applications with improved performance and energy efficiency.  

9. Artificial Intelligence Ethics (AI Ethics): The development and deployment of AI systems in 
alignment with ethical principles and societal values, crucial in higher education for ensuring 
fairness, equity, and accountability in student assessment, admissions, and decision-making 
processes.  

10. Artificial Intelligence Explainability (AI Explainability): Techniques ensuring transparency and 
interpretability of AI models, vital in higher education for explaining grading decisions, student 
feedback, and adaptive learning recommendations to students, instructors, and stakeholders.  

11. Artificial Intelligence Governance (AI Governance): Policies and regulations governing the 
development, deployment, and use of AI technologies in higher education, ensuring ethical and 
responsible AI practices, data security, and compliance with legal requirements.  

12. Artificial Intelligence Safety (AI Safety): Concerns and measures addressing potential risks and 
harms associated with AI technologies, guiding higher education institutions in the responsible 
development and deployment of AI systems to ensure student and staff well-being, data security, 
and regulatory compliance.  

13. Attention economy — since our attention is a limited resource and every person only has so much 
of it, companies (both platforms and people who use the platforms to sell, entertain, or persuade) 
try to engage and keep people’s attention. This rewards clickbait and influences the design of 
algorithms and platforms to maximize time spent online. 

14. Bias in AI: Systematic favoritism or prejudice in AI systems, posing challenges in higher education 
such as biased admissions algorithms and unfair grading systems, necessitating policies for bias 
detection, mitigation, and transparency.  

15. Big data — a set of technological capabilities developed in recent years which, when used in 
combination, allows for the continuous gathering and processing of large volumes of fine-grained 
and exhaustive data drawn from multiple sources to be combined and analyzed continuously.  

16. Computer Vision: An AI discipline enabling computers to interpret and analyze visual information, 
utilized in higher education for tasks such as facial recognition for campus security, content 
accessibility, and augmented reality applications.  

17. Data exhaust — information incidentally generated as people use computers, carry cell phones, or 
have their behavior captured through surveillance which becomes valuable when acquired, 
combined, and analyzed in great detail at high velocity.  

18. Deep Learning: A branch of machine learning involving neural networks with multiple layers, used 
in higher education for tasks such as personalized learning, predictive analytics, and natural 
language processing.  

19. Edge AI: The deployment of AI algorithms on edge devices, enabling real-time processing and 
inference in higher education applications such as IoT-based campus management, personalized 
learning tools, and mobile educational apps.  

20. Edge Computing: Decentralized processing of data near the source of generation, beneficial in 
higher education for low-latency AI applications, real-time analytics in remote locations, and efficient 
utilization of computing resources.  

21. Ethical AI: The development and deployment of AI systems in alignment with ethical principles and 
societal values, crucial in higher education for ensuring fairness, equity, and accountability in 
student assessment, admissions, and decision-making processes.  

22. Explainable AI (XAI): Techniques and methods ensuring transparency and interpretability of AI 
models and decisions, essential in higher education for maintaining trust, accountability, and 
regulatory compliance in academic and administrative AI systems.  

23. Generative Adversarial Networks (GANs): AI frameworks where two neural networks compete to 
generate realistic data, utilized in higher education for creating synthetic datasets, generating 
educational content, and improving data privacy.  



24. Hyperparameters: Parameters defining the configuration and behavior of AI models, requiring 
optimization and tuning in higher education applications for achieving optimal performance, 
reliability, and scalability.  

25. Machine Learning (ML): A subset of AI focusing on algorithms and techniques that enable 
computers to learn from data and improve their performance over time without being explicitly 
programmed. Also, the use of algorithms, data sets, and statistical modeling to build models that 
can recognize patterns to make predictions and interpret new data. The purpose of machine 
learning is to enable computers to automate analytical model-building so computers can learn from 
data with little human intervention.  

26. Model Interpretability: The ability to explain and understand AI models and their decisions, 
essential in higher education for transparent student assessment, research reproducibility, and 
accountability in automated decision-making systems.  

27. Model Robustness: The capability of AI models to maintain high performance and reliability under 
varying conditions and inputs, critical in higher education for ensuring accurate student assessment, 
research findings, and administrative decision-making.  

28. Natural Language Processing (NLP): The field of AI is concerned with enabling computers to 
understand, interpret, and generate human language, utilized in higher education for automated 
grading, language learning support, and virtual assistants.   

29. Neural Network: A computational model inspired by the human brain's structure, employed in 
higher education for various applications including student performance prediction, adaptive 
learning systems, and data analysis.  

30. Personalization — the process of displaying search results or modifying the behavior of an online 
platform to match an individual’s expressed or presumed preferences, established through creating 
digital profiles and using that data to predict whether and how an individual will act on 
algorithmically selected information. This process drives targeted digital advertising and has been 
blamed for exacerbating information silos, contributing to political polarization and the flow of 
disinformation. Ironically, to consider information “personal” implies it is private, but personalization 
systematically strips its targets of privacy.  

31. Platform — an ambiguous term that means both software used on personal computers and 
software deployed online to provide a service, such as web search, video sharing, shopping, or 
social interaction. Often these systems use proprietary algorithms to mediate the flow of information 
while enabling third parties to develop apps, advertising, and content, thus becoming digital spaces 
for the individual performance of identity online, data-driven persuasion (commercial as well as 
political), and group formation through social interaction. In this report, we use the term to refer to 
“internet giants” such as Google, YouTube, Instagram, and Facebook and others mentioned by 
students in our focus group sessions.  

32. Reinforcement Learning: An AI paradigm where algorithms learn by interacting with an 
environment and receiving feedback, applicable in higher education for adaptive learning 
environments and personalized feedback systems.  

33. Semi-Supervised Learning: A combination of supervised and unsupervised learning techniques, 
employed in higher education for tasks such as student performance prediction with limited labeled 
data and large-scale data analysis.  

34. Supervised Learning: A machine learning approach where models are trained on labeled data, 
used in higher education for predictive modeling, recommendation systems, and intelligent tutoring 
systems.  

35. Transfer Learning: A machine learning technique where models trained on one task are adapted 
to perform related tasks, valuable in higher education for leveraging pre-trained models in 
educational content creation, student support systems, and academic research 

36. Unsupervised Learning: A machine learning approach where models uncover patterns and 
structures from unlabeled data, relevant in higher education for clustering similar student cohorts, 
curriculum optimization, and anomaly detection. 
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