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Optimizing a Convolutional Neural Network for Autonomous Jetson Image Classification

3. Convolutional Neural Network

• A neural network are a set of algorithms modeled after 
the human brain designed to recognize patterns

• A Convolutional Neural Network is a deep learning 
algorithm that has two unique abilities:

1. Able to assign significance to various aspects of an 
object in an image

2. Able to differentiate an object from one another within 
the same image

1. Introduction

2. Platform: Jetson TX1
• Jetson TX1 is a fast, 

power-efficient 
embedded AI 
computing device 

• Jetson uses GPU and 
CPU for parallel 
computations

• Jetson TX1 allows for 
edge computing in a 
small form factor

• Setup located in Hallway
• Road spans 20 ft in length and 3 ft wide
• With a rear viewpoint, there’s a 4ft blind spot
• Webcam films at 320 x 240 resolution with 30 

FPS

• To teach the Jetson image classification, we’ll use deep 
learning

• Deep learning refers to deep artificial neural networks 

• Deep learning is a branch of machine learning and 
machine learning is a branch of AI

• The word “deep” refers to the number of layers, as you 
increase the number of layers, neural networks have 
the capacity to become more intelligent 

• With more layers computational training becomes more 
intensive
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4. Software Hierarchy

8. Model Training
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Motivation

• The end goal of our project is to create a trained and 
tested model that can be deployed on the Jetson to 
mimic autonomous self-driving vehicles

5. Workflow

5. Environment: Setup

6. Data Collection

• Data Iterations:
• V1 = 4,091
• V2 = 11,687
• V3 = 34,529
• V4 = 51,221
• V5 = 60,662
• Classes:
• Empty
• 5ft
• 10ft

7. Custom Neural 
Network

SimpleNet = MLP + CNN
• Convolutional Layer
• Pooling Layer
• Fully Connected Layer = 2
• Activation Function: ReLU
• Softmax
• Loss
• Accuracy

9. Field Training 
Results

10. Conclusion

• Testing was performed 
on 4 test subjects for 5 
trials

• 2 controlled subjects, 
part of the trained data

• 2 uncontrolled subjects, 
not part of trained data

• Theoretically, 
SimpleNet would 
preform more 
reliably than AlexNet

• However, theoretical 
training does not 
reflect real-time 
inference
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